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1 Introduction

1.1 Theoretical background and research gap

Amid the ongoing evolution and widespread adoption of Internet of Things (IoT)
devices in today’s data-driven world, achieving resilience within a System of Sys-
tems (SoS) architecture presents a significant challenge. An SoS involves inte-
grating multiple independent systems into a larger, more complex network [§],
which introduces additional layers of complexity due to the increased number of
interconnected components, diverse system behaviors, and the higher likelihood
of emergent anomalies that might not be predictable within isolated subsys-
tems. Ensuring uninterrupted functionality in the face of potential disruptions
like cyber-attacks, power outages, physical damage, and data anomalies is crucial
for the resilience of such systems. Many traditional approaches exist to mitigate
such risks, for example incorporating redundancy and failover mechanisms into
the design of infrastructure and industrial systems [7]. Redundancy entails in-
tegrating backup devices, networks, or data centers to enable system continuity
in case of component failure. However, implementing this methodology would
require a significant investment of both finances and resources.

The objective of this thesis is to tackle these problems by using Digital Twins
(DTs) and developing a resilient architecture for a SoS DT within an IoT infras-
tructure, by adhering to the fundamental characteristics of both SoS and DTs.
This research aims to ensure that the designed architecture can withstand var-
ious challenges and maintain operational integrity. In this first year of thesis,
the primary focus is on addressing data anomalies—commonly referred to as
outliers, aberrations, or irregularities—that present significant obstacles in the
current data-centric era, since traditional approaches have emphasized physi-
cal resilience and redundancy, but this research prioritizes data integrity. Data
anomalies, which are deviations from expected behavior in interconnected IoT
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networks, must be detected and understood to ensure system reliability and in-
tegrity across various sectors, including manufacturing, healthcare, agriculture,
and smart cities. Additionally, predicting potential issues in advance is a crucial
aspect of this work. Another focus is on realizing the architecture of an SoS
digital twin and understanding the communication and interoperability within
this framework, very few articles mention the creation of an SoS DT:

— Olsson and Axelsson [6] provide a short survey of the current state of DTs
in SoS and outline a research agenda to address the identified gaps and chal-
lenges and proposed two architecture perspectives (one DT for the entire SoS
or one DT for each constituent manner in a distributed manner). However,
each architecture has its limits, on one hand, the monolithic architecture has
problems scalability, single point failure complex management and integra-
tion challenges and on the other hand, the distributed architecture can show
concerns about interoperability, synchronization and coordination.

— Michael et al. [9] addresses the complexity of integrating DTs into an SoS
and among the presented challenges are Horizontal Integration (Integrat-
ing different views and components of DTs), Vertical Composition (Aligning
data, models and services across abstraction levels can lead to conflicts in
granularity), Composition of DTs for different perspectives, Connection of in-
dependently developed systems to a SoS, different Life-cycle representations
of the original system and Composition of heterogeneous twin implementa-
tions.

— Borth et al. [2] presented four challenges concerning DTs for SoS, which are
Operational independence, data and information sharing, the dynamic na-
ture of SoS and Long lifetimes and lifespan, as well as potential architectural
strategies for the DT: Incremental evolution to accommodate updates and
changes in the SoS, knowledge preservation and hadeling shared goals and
conflicts.

— Gollner et al. [4] addresses the challenge of integrating DTs in Industry
4.0 production systems, which are seen as SoS. They highlight the need
for well-coordinated and standardized DTs, but existing standards, like the
Asset Administration Shell (AAS) mainly focus on representation and lack
support for coordination between different DTs. The resulted model "Use
Case Specification Model" (UCSM), which documents interactions of DTs
to solve specific use cases and facilitates semi-automated code generation
since the DT content is use case driven.

— Harbor Research [5] mentions the need for open, composable, and interop-
erable solutions. Key applications span various domains, and the paper calls
for standardized approaches to facilitate seamless integration and dynamic
interaction, ensuring efficient and effective implementation of DTs.

1.2 Research questions

The research questions are the following:
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— How can DT be used as a tool for detecting and preventing data disturbance
in an IoT system?

— How does a SoS communicate with its digital replica (SoS DT)?

— How to create a resilient architecture of an SoS DT?

2 Proposition

The methodology followed to answer the mentioned questions is to first estab-
lish a communication between a physical system and its digital counterpart to
understand the communication between these two, and then move on to an SoS
architecture.

2.1 CSDT Proposal

IoT systems rely on a multitude of sensors and interconnected devices, have
proven to be invaluable in enhancing efficiency and convenience. However, the
seamless operation of IoT systems is not without its challenges. In the pursuit
of ensuring the reliable and secure operation of IoT systems, the novel concept
of Cognitive Super-Digital Twin (CSDT) is created.

As it can be seen in Fig. 1, the chosen definition of a DT is a set of layers
illustrated in pink.

The first layer is the database which plays a crucial role in storing and man-
aging the vast amount of data required to create and maintain DTs. DTs can
have multiple sources of information, such as information from processing the
measured data and information collected previously from various data sources
along the life cycle of a product [1]. In this context our database is considered
to be constituted of two repositories, the "dataset acquisition" repository that
collect dynamic time-series data and the "Vault" repository that preprocess the
collected data in the first repository and make the archive of the system. The
layer that is positioned above of it uses the database layer to simulate and
replicate exactly what the PT does [11]. The visualisation layer in the DT
is an important aspect since it allows users to see a virtual and real-time rep-
resentation of systems or components [12]. And depending on all these layers,
the final layer of the DT is the decision layer, helping the human being to
make the decision. But to make predictions and make the decision-making more
automated, a cognitive layer is added, presented in orange, making the DT a
Cognitive Digital Twin (CDT). Shifting focus on the contribution at hand, the
data generation layer colored in Blue. This stratum makes a CDT a CSDT.

Since IoT systems are susceptible to a range of vulnerabilities stemming
from both software and hardware failures, which can lead to a loss of control.
Any disruption in the operation of an IoT system can, at the very least, cause
inconvenience and, at worst, pose a life-threatening risk [10].

Finding unusual data points to train models in an IoT system can be quite
challenging. In practical applications, instances of abnormal behavior, such as
a sudden and significant increase in temperature in a temperature monitoring
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system, are quite infrequent when contrasted with the frequency of normal be-
haviors like maintaining a stable temperature within the desired range [3].
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Fig. 1. CSDT’s Generation Module

Hence, the justification for the generation module is the lack of abnormal
data compared to normal ones. This layer fabricates normal and abnormal data,
both of those generations are essential to have a balanced global dataset. There-
fore, distinguishing those two types of behavior is already a challenge [10]. For
instance, a temperature of 10°C is considered normal during winter, but the same
temperature in summer might be regarded as a deviation. As mentioned in [3],
to commence with, we need to know the nature of collected data streams in our
IoT system (binary, continuous, discrete) along with the relationship structure
(time-series data, spatial data, graph data). Second, the type of anomaly needs
to be identified (point anomaly which is an observation point in the data stream
that is significantly distant from the rest of the data, contextual anomaly, an
observation point normal in one scenario yet abnormal in another and collec-
tive anomaly that is when a sequence of observations are analyzed together to
know the normal behavior of a data stream. And any deviation is considered an
anomaly). And finally know the availability of training data to allow our model
to learn.

2.2 SoS DT Architecture Proposal

Now that the communication between a DT and its physical counterpart is
understood and some sort of resilience is accomplished thanks to the CSDT, in
this section, the introduction of an on-top architecture is proposed. We delineate
a clear distinction between SoS DT and a DT SoS, wherein:
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— The DT SoS, that can also be called a System of DTs, is the communication
between the constituent DTs exclusively. And each constituent DT commu-
nicates with its corresponding physical asset (the constituent system) via a
designated communication medium.

— The SoS DT represents the actual replica of the SoS where the DT SoS
serves as a mechanism for extracting specific tasks aimed at achieving the
overarching objectives of the SoS.

System of Systems

So$ DT

Workflow

4 tors, | [tors,

Emergence

Fig. 2. Architecture of a DT for a SoS

Fig. 2 illustrates the interaction between the physical SoS, its digital counter-
part (SoS DT) and the DT SoS that facilitates the creation of the SoS DT. The
SoS represents the communication among various existing or newly established
systems, with this communication being governed by contractual agreements be-
tween the involved systems. This agreement is depicted on the right side of the
figure wherein [5]:

— A system conforms to a metamodel which is a framework that defines the
standard structure and behavior for describing services, intents, and capa-
bilities within a system. It ensures consistency and interoperability across
different components and systems in a SoS.

— A service that is shared via the metamodel is a discrete unit of functionality
offered by a system that can be consumed by other systems. It is modular
and designed to perform specific tasks within the broader system.

— An Intent refers to the desired outcomes or goals that a service aims to
achieve. It guides the service in terms of what needs to be accomplished
without specifying how it should be done. It ensures as well the alignment
with the SoS objectives.

— Primary capabilities are the core tasks that a service provides to achieve its
intent.

— Supported Capabilities are the additional functionalities that a service can
perform to enhance its primary capabilities.

As observed, a constituent system may or may not possess a DT. In cases where
it does possess a DT, a communication medium ensures bidirectional interaction
between the two twins. Furthermore, as explained, the interaction among this
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collection of DTs forms the DT SoS, which facilitates the creation of the SoS
DT.

Concerning the SoS DT, the workflow constitutes a central mechanism, re-
ceiving inputs from both the physical constituent systems that does not have a
DT and from constituent DTs within the DT SoS. The primary objective of this
workflow is to identify and extract the essential tasks necessary to achieve the
global objectives of the SoS. This is accomplished through a conditional ’if-else’
process, outlined as follow:

— If the individual constituent DT exists, the task replica from this DT is
utilized within the SoS DT. A task, in this context, is composed of several
functions, where each function represents a specific operation or process.
This distinction underscores that while a task encompasses multiple func-
tions, each contributing to the overall objective, the integration focuses on
leveraging the comprehensive task representation within the SoS DT

— If the individual constituent DT does not exist, the following query is posed:
"Do we have full access to the task of the physical constituent system ?’. If the
answer is affirmative, the task replica is created (emergence) and integrated
into the SoS DT. If the answer is negative, a simplified version of the task
is simulated and incorporated into the SoS DT.

The responses to these queries are predetermined by the agreements estab-
lished during the integration of the physical constituent system into the SoS.
And that way the workflow can manage the tasks by scheduling, triggering and
coordinating them. The concept of external communication is illustrated to rep-
resent the interactions among multiple SoSs and their respective SoS DTs, but
this aspect is beyond the scope of the present paper.

3 Conclusion and Future Endeavors

Thus far, two key contributions have been made. Firstly, the creation of a CSDT
has been demonstrated through its application to a use case, validating its func-
tionality. Secondly, an architectural proposition for a SoS DT has been intro-
duced, leveraging the DT SoS for task extraction to meet the overarching ob-
jectives of the SoS. Future work will concentrate on addressing the identified
challenges through comprehensive testing on multiple real-world use cases. This
is crucial to uncover potential issues related to implementation, integration, and
operation. Such an approach will also enable the assessment of whether the pro-
posed architecture is sufficiently generic to be applicable across diverse use cases,
considering that Digital Twins (DTs) are typically driven by specific use-case re-
quirements [4]. Furthermore, subsequent research will investigate external com-
munication between multiple SoSs, with the goal of enhancing interoperability
and coordination among different SoS DTs. This will facilitate further refinement
of the proposed architecture, ensuring it is robust, scalable, and adaptable to a
wide range of applications in the evolving field of DTs and SoSs.
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